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Abstract
Fixed networks play an increasingly important 

role in supporting broadband services to homes, 
offices, shopping centers, business buildings, facto-
ries, smart cities, and much more. Reaching closer 
to end-user access points in rooms, office desks, 
and even factory machinery, optical fiber will realize 
its full potential to support a fully connected, intel-
ligent world with high bandwidth, high reliability, 
low latency, and low energy consumption. With the 
fiber-to-everywhere vision, the European Telecom-
munications Standards Institute (ETSI) established 
an industry specification group (ISG) dedicated to 
the definition and specification of the 5th gener-
ation fixed network (F5G) in 2020. In this article, 
we describe the overall architecture of F5G, which 
consists of three interacting planes, the manage-
ment, control and analysis plane, the service plane, 
and the underlay plane. F5G enables the quality of 
service (QoS) of each of the various services car-
ried to be satisfied via end-to-end (E2E) network 
slicing over the customer premises network, access 
network, aggregation network, and core network 
segments. With the comprehensive service-oriented 
features of F5G, 14 use cases have been conceived 
under three main application scenarios, enhanced 
fixed broadband, guaranteed reliable experience, 
and full fiber connection. We show that F5G is 
capable of supporting these use cases with the 
requested QoS in terms of bandwidth, latency, agile 
service creation and bandwidth adjustment, fine 
granularity of bandwidth reservation, and automat-
ed E2E network orchestration and management. To 
further show the capabilities of the F5G architec-
ture, we discuss the E2E network slicing in a cloud 
virtual reality demonstration, as well as a time-sen-
sitive optical network for supporting cloud-based 
industrial applications. Finally, future perspectives of 
F5G and its standardization are discussed.

Introduction
Over the last 40 years, mobile communication 
networks have evolved from 1G, 2G, 3G, and 4G 
to 5G. Widespread deployments and applications 

of 5G are underway in the decade of the 2020s. 
In the 5G era, fixed networks, which include 
customer premises networks (CPNs), access net-
works (ANs), aggregation networks (AggNs), and 
core networks (CNs), are playing an increasingly 
important role in supporting broadband services. 
By the first half of 2019, 570 million fiber-to-the-
home (FTTH) users have been registered world-
wide [1]. It is also estimated that 700 million 
households will use optical access networks by 
2023. Optical fiber is expected to realize its full 
potential to support a fully connected, intelligent 
world by reaching deeper into the CPN toward 
rooms, office desks, and even factory machines. 
It is with the fiber-to-everywhere vision that the 
European Telecommunications Standards Institute 
(ETSI) established an Industry Specification Group 
(ISG) in early 2020 to define and specify the 
5th generation fixed network (F5G) [2, 3]. Like 
mobile networks, fixed networks have entered 
5G around 2020, characterized by 10 Gb/s pas-
sive optical network (10G-PON) for the AN seg-
ment and dense wavelength-division multiplexing 
(DWDM) with 400 Gb/s wavelength channels 
for AggN and CN. In this article, we describe 
the standardization of F5G with the focus on 
the enablement of E2E network slicing and qual-
ity-assured services. We show that F5G is capa-
ble of supporting a diverse set of services with 
hard isolation and low latency, agile second-level 
service creation and bandwidth adjustment, fine 
granularity of bandwidth reservation (10 Mb/s), 
and automated E2E network orchestration and 
management. This article is organized as follows. 
The next section presents the various use cases 
supported by F5G. We then introduce the overall 
network architecture of F5G. Following that, we 
describe E2E network slicing in F5G, as well as a 
proof-of-concept demonstration of cloud virtual 
reality (VR) supporting agile lossless bandwidth 
adjustment with fine granularity. We then detail a 
representative use case for cloud-based industrial 
applications.The final section provides concluding 
remarks and future perspectives of F5G evolution.
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Various Use Cases 
Supported by F5G

5G has three well-known application scenari-
os: enhanced Mobile BroadBand (eMBB), sup-
porting applications such as ultra-high defi nition 
video, 3D video, work and play in the cloud, and 
VR; ultra-reliable low-latency communications 
(uRLLC), supporting applications such as self-driv-
ing cars and drones, industry automation, remote 
medical procedures, and other mission critical 
applications; and massive machine type communi-
cations (mMTC), supporting applications such as 
smart home, smart building, smart city, and mas-
sive Internet of Things (IoT). Similar to 5G, F5G 
has three main application categories [2, 3]:
• Enhanced fi xed broadband (eFBB): supporting 

applications that require signifi cant bandwidth
• Guaranteed reliable experience (GRE): sup-

porting applications that require high reliabil-
ity and determinism

• Full fi ber connection (FFC): supporting appli-
cations that require massive fi ber connections
Figure 1 illustrates the three main application 

scenarios of F5G, as well as six service-oriented 
features. Overall, F5G aims to provide over 10 
times higher bandwidth in eFBB, 10 times better 
reliability and latency in GRE, and 10 times denser 
fi ber connections in FFC. For eFBB, F5G increases 
the bandwidth over the previous generation fi xed 
network (F4G) by applying new technologies in 
WiFi, PON, and OTN. For GRE, F5G improves 
the network reliability and the quality of experi-
ence (QoE), and reduces latency. E2E network 
slicing capability is introduced to guarantee the 
key QoS requirements of different services with 
the optimized total network cost and/or power 
consumption. For FFC, F5G uses the fiber-to-ev-
erywhere infrastructure to support ubiquitous 
connections, including FTTH, fiber-to-the-room 
(FTTR), fi ber-to-the-offi  ce (FTTO), fi ber-to-the-desk 
(FTTD), and fi ber-to-the-machine (FTTM). The cov-
erage of fi ber connections is expected to expand 
by 10 times. At the same time, the fi ber connec-
tion density may increase by 10 times. Thus, the 
total number of fiber connections may increase 
by 100 times in the F5G era. The application sce-
narios of F5G can thus be dramatically expanded, 
for example, to include many emerging vertical 

industry applications. In February 2021, ETSI ISG-
F5G published the fi rst release of F5G use cases 
[4]. There are 14 use cases identified in the first 
release under the three main use case categories 
of F5G, eFBB, GRE, and FFC, as shown in Fig. 1. 
These use cases can be categorized into three 
application types, new/enhanced services to 
users, expanded fi ber infrastructure and services, 
and management and optimization.

Evidently, F5G enables a diverse set of use cases 
to directly deliver values to end users, network 
operators, and vertical industries via fi xed networks, 
effectively complementing the 5G use cases sup-
ported by mobile networks. To better support these 
use cases, F5G offers a comprehensive set of ser-
vice-oriented features. Traditionally, the service fl ows 
are carried by IP/Ethernet packets mapped into 
optical network tunnels. The quality of experience 
(QoE) of the services is managed separately by dif-
ferent network layers and network segments, so the 
end-to-end QoE is complex to assure. In F5G, to 
ensure the QoE of the services, the aggregation net-
work needs to be aware of the services and be able 
to enable fl exible connections on-demand.

In eff ect, the aggregation network is becoming 
service-oriented. As illustrated in Fig. 2, the key 
service-oriented features are the following.

Service-Type Awareness: It needs the ability 
to be aware of the service type information (such 
as its QoE requirements and priority), so that the 
F5G network can best support each service.

Service Agility: The ability of on-demand ser-
vice provisioning with fast service establishment/
initiation, delivery, and termination, driven by the 
arrival of the service fl ow, is required.

Service Adaptation: It needs the ability to pro-
vide an elastic optical connection adapted to the 
bandwidth requirement of the service flow with 
fi ne resolution and supporting hitless bandwidth 
adjustment on demand.

Service Assurance: The ability to ensure the 
QoE of the service, to enable the “deterministic 
service,” including, for example, deterministic 
bandwidth, deterministic latency, and determinis-
tic recovery time and recovery route is required.

Service Availability: The ability to protect the 
service against network failures, for example, to 
ensure availability of higher than 99.999 percent, 
is required.

Figure 1. Main application scenarios and use cases supported by F5G.
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Service Abundance: This is the ability to carry the 
increasing number of services in optical networks, 
for example, by supporting over 4000 services per 
100 Gb/s of optical transport bandwidth via the use 
of a fi ne-granularity optical service unit (OSU).

With the above service-oriented features, a 
diverse set of F5G services can be eff ectively sup-
ported in the same network. In the following sec-
tion, we briefl y discuss how various F5G services 
are supported via dedicated slice instances.

F5G Architecture
F5G network architecture consists of three planes:
• Management, control, and analysis (MCA) 

plane — Responsible for the management, con-
trol, and operation analysis of the E2E network

• Service plane — Providing service connec-
tions for customers and broadband services

• Underlay plane — Providing the physical con-
nections to transport the network traffi  c via 
multiple network segments such as the CPN, 
AN, AggN, and CN
Figure 3 illustrates the overall network archi-

tecture of F5G. In the MCA plane, there are three 
key elements:
• Autonomous management and control, which 

enables autonomous network confi guration, 
service deployment, and network operation

• Artifi cial intelligence (AI) analyzer, which uses 
AI to perform network analysis and reasoning

• Digital twin, which provides a real-time repre-
sentation of the E2E network in order for the 
AI analyzer to perform the needed network 
analysis and reasoning to support autono-
mous management and control

AI is sometimes referred to interchangeably as 
machine learning (ML) or deep learning (DL). In 
our context, AI is considered as the overarching 
terminology referring to a series of algorithms 
that learn from the network data, with the aim 
to model particular patterns and behaviors of the 
system to achieve a predefined goal for a given 
communication service. AI is one of the critical 
pillars contributing to the automation of the F5G 
network, which can be employed in all three 
planes of the envisioned architecture.

In the service plane, new service connections 
can be dynamically created and configured by 

Figure 2. Illustration of the six service-oriented features of F5G.

Figure 3. Illustration of the F5G overall network architecture consisting of three interacting planes and 
four network segments, CPN, AN, AggN, and CN for supporting end-to-end services. 

Authorized licensed use limited to: New Jersey Institute of Technology. Downloaded on March 13,2023 at 19:32:17 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Communications Standards Magazine • December 2022 99

coordinating with the MCA plane and the under-
lay plane. The service plane contains the following 
key elements:
• Service access point (SAP) — Providing ser-

vice access to the end user
• Service processing point (SPP) — Performing 

cross-layer network service processing
• Service mapping point (SMP) — Mapping ser-

vice traffi  c to proper underlay channels
Services with diff erent service level agreements 

(SLAs) can be supported by communicating the 
SLAs from the service plane to the underlay plane 
and querying the necessary resources with the 
coordination of the MCA plane.

In the underlay plane, there are physical layer 
equipment and devices to provide the physical con-
nections and dynamic programmable path selec-
tion under the control of the MCA plane. The three 
planes collectively support four network segments:
• CPN — Mainly based on wireless technolo-

gies such as WiFi and Bluetooth and optical 
network unit (ONU)

• AN — Mainly based on passive optical network 
(PON), multi-service optical transport network 
(OTN), and packet transport network

• AggN — Mainly based on OTN and Internet 
Protocol (IP) network

• CN — Mainly based on OTN and IP network
There are technology boundaries between 

network segments, but all the network segments 
are controlled by the MCA plane to achieve E2E 
network operation and optimization. The E2E 
management and control of F5G consists of an 
E2E network orchestrator and multiple domain 
controllers on top of the F5G network topology 
[5], as shown in Fig. 4. In the domain controller 
layer, four domain controllers are introduced for 

the four network segments in the F5G network 
topology. The E2E network orchestrator cooper-
ates with each domain controller through a north-
bound interface (NBI) and performs the needed 
resource orchestration and service provisioning 
functions. As interoperability is essential, standard-
ized network interfaces are desired. Within the 
scope of F5G, network interfaces such as the four 
NBIs shown in Fig. 4, NBICPN, NBIAN, NBIAggN, 
and NBICN, will be standardized. In addition, ref-
erence service models will be provided to enable 
faster and easier integration and interoperation of 
all the network segments of F5G.

End-to-End 
Network Slicing in F5G

Network slicing is seen as a foundational 5G 
capability [6], which enables the same mobile net-
work physical infrastructure to support multiple 
network slices that are tailored to collectively ful-
fi ll a diverse set of QoS requirements. In F5G, E2E 
network slicing over the CPN, AN, AggN, and CN 
network segments is needed in order to meet the 
QoS requirements of all the services carried in the 
same fixed network physical infrastructure. The 
E2E network slicing in F5G is supported by the 
coordination between the E2E network orches-
trator and the domain controllers for the CPN, 
AN, AggN, and CN segments, enabling quality of 
experience assurance, as shown in Fig. 4. In the 
CPN segment, the network slicing capability has 
been implemented in modern WiFi technologies 
through carrier- and space-based slicing. In the 
AN segment, PON ports support slicing based 
on service types. The network slicing capability 
in high-speed PON is being enhanced [7]. In the 

Figure 4. Illustration of an end-to-end network slicing architecture defined by the ETSI ISG-F5G, where various services requiring 
different QoS are supported via dedicated slice instances across CPN, AN, and AggN to CN and cloud/local data centers. PE: 
provider edge router. GW: gateway.
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AggN segment, the IP network supports soft net-
work slicing, while OTN is being enhanced to sup-
port the hard network slicing (or hard isolation) 
capability, which provides guaranteed bandwidth 
and deterministic QoS independent of other 
concurring services in the same network [8–11]. 
Notably, the next-generation optical transport net-
work (NG-OTN) uses OSUs with fi ne bandwidth 
granularity of 2 Mb/s [9–11], capable of sup-
porting a diverse set of services more effi  ciently, 
including high-quality private line services.

Figure 4 also illustrates how various services 
requiring diff erent QoS are supported via dedicat-
ed slice instances across CPN, AN, and AggN to 
CN and cloud/local data centers. As an example, 
four types of slices are considered:
• Slice A — Requiring low latency for applica-

tions such as real-time control of industrial 
actuators/robots

• Slice B — Requiring both low latency and 
high bandwidth (BW) for applications such 
as cloud virtual reality (VR)

• Slice C — Requiring high BW without low 
latency for applications such as 4K/8K video 
streaming

• Slice D — Requiring low BW without low 
latency for applications such as IoT and 
smart home. 
An appropriate BW map can be assigned to 

accommodate the QoS requirements of these 
slices, as illustrated in the inset of Fig. 4. This BW 
map needs to be supported in all the segments of 
an F5G network with suitable network interfaces. 
As illustrated in Fig. 4, there are six key interfaces 
denoted as T, U, V, Vo, A10, and A10’. Interface 
T connects the end-user devices with the CPN, 
while interface U connects the CPN with the AN. 
The interface between the slicing-capable PON 
and the slicing-capable OTN is denoted as the 
Vo interface. Interface V is traditionally the legacy 
IP/Ethernet-based handover points between the 
AN and the AggN, and will need to be enhanced 
to a Vo interface in order to support new capa-
bilities such as seamless network slicing through 
PON and OTN, meaning that the data exchange 
between the two network segments requires neg-
ligible extra bandwidth and processing latency. 
Interface A10 is the handover point between the 
AggN edge and the provider edge router (PE) 
of the CN, while interface A10’ is the handover 
point between the AggN edge and the gateway 
(GW) to a cloud/local data center (DC). Thanks 
to the OTN’s ability to adapt the BW of each 
OSU with fi ne granularity, the BW map matching 
between the PON and the OTN can be made to 
be virtually seamless, thus effectively supporting 
the E2E network slicing.

In F5G, network slicing and slice instances 
have the following characteristics:
• The network slice characteristics are defi ned 

by a network slice template.
• A network slice may have multiple service 

capabilities.
• An instance of a network slice that is actually 

deployed on a network can be independent-
ly operated and managed.

• Slice instances are implemented on a unifi ed 
physical infrastructure, including computing, 
storage, and network resources.

• Resource occupation modes include shared 

priority-based scheduling, guaranteed resource 
reservation, and exclusive resource reservation.

• The network slice SLA includes QoS guaran-
tees for each service fl ow.
In essence, the requirements of the applica-

tion scenarios of the end users need to be consid-
ered and diff erentiated to optimally satisfy all the 
users who share the same underlay network. This 
scenario-based broadband approach effectively 
configures an F5G network to support multiple 
application scenarios optimally. As the applica-
tion scenarios of the end users change, the E2E 
network management plane needs to reconfig-
ure the underlay network to re-optimize for the 
upcoming application scenarios. Thus, the support 
of scenario-based use cases calls for both E2E 
network slicing and agile network automation. 
Recently, the fi rst proof-of-concept (POC) demon-
stration under the scope of the ETSI ISG-F5G was 
conducted by China Mobile, Huawei, and Bei-
jing University of Post and Telecommunications, 
showing real-time cloud-VR with agile (second-lev-
el) service creation/deletion and fi ne (2 Mb/s) 
service bandwidth adjustment over an E2E F5G 
network consisting of CPN, AN, AggN, and CN 
[12]. In this demonstration, an optical service pro-
tocol is used for the automatic creation/deletion 
of the E2E optical path for each network slice, 
triggered by each VR application. In addition, the 
bandwidth of the E2E connection (including the 
OSU-based OTN segment) can be automatically 
adjusted in a lossless way to support a changing 
number of VR users from a given CPN, satisfying 
the 130 Mb/s per user requirement for the com-
fortable level of VR [13]. This POC demonstration 
shows the E2E network slicing in F5G as a key 
enabler for supporting agile lossless bandwidth 
adjustment with fi ne granularity.

An Exemplary Use Case for 
Cloud-Based Industrial 

Applications
We are currently in the so-called Industry 4.0 era, 
where the automation of traditional manufactur-
ing and industrial practices by using modern infor-
mation and communications technology (ICT) is 
ongoing. The enabling technologies for Industry 
4.0 include large-scale machine-to-machine com-
munication, industrial Internet of Things (IIoT), 
industrial robots, industrial cloud, and computer 
vision, all of which need time-sensitive and reli-
able communications.

Figure 5 illustrates the use of a time-sensitive 
optical network for industrial applications where 
various time requirements such as latency and 
latency variation are satisfied. In this use case, 
a PON is used with the time-sensitive optical 
network to simultaneously support the commu-
nication needs of an industry process field data 
network, an office network, and a surveillance 
network in production site X. This time-sensitive 
optical network also supports cloud-based visu-
al inspection for automatic quality assessment in 
production site Y.

The main advantages of using PON for indus-
trial manufacturing are:
• Long reach (e.g., 20 km), by using low-loss 

ODN

As the application sce-
narios of the end users 
change, the E2E network 
management plane needs 
to reconfigure the under-
lay network to re-optimize 
for the upcoming applica-
tion scenarios. Thus, the 
support of scenario-based 
use cases calls for both 
E2E network slicing and 
agile network automation.
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• Low cost, by leveraging the well-established 
FTTH ecosystem

• Low latency, by eliminating intermediate 
electrical switches

• Low power consumption, by using passive 
ODN

• High availability, by using dual-OLT for failure 
protection

• High bandwidth, by the use of fi ber optics
• High immunity to EMI, due to the use of opti-

cal fi ber in the ODN
To fully unleash the potential of industrial 

PON, the optical modules and components used 
in the industrial setting needs to meet the corre-
sponding environmental requirements [14]. The 
collaboration between PON and wireless tech-
nologies (e.g., WiFi, 5G, Bluetooth, LoRa) needs 
to be further explored to realize low-cost and 
low-power-consumption IIoT. E2E network slicing 
can be used to provide guaranteed QoS for diff er-
ent communication data streams with the optimal 
network resource utilization.

For the application of cloud-based visual 
inspection for automatic quality assessment in 
production site Y, we look at camera-based vision 
inspection, where the video analytics functions 
and the control logic are moved to the edge 
cloud, as shown in Fig. 5. Due to cooling, power 

consumption, space, and environmental effects, 
local programmable logic controllers (PLC) on the 
factory shop fl oor are costly and often proprietary 
solutions. In contrast, virtual control functions for 
real-time control of actuators and robots run as 
virtual PLCs (vPLCs) on cloud infrastructure (e.g., 
as micro-services) composed of standard off -the-
shelf IT equipment (Fig. 5). This removes the need 
for dedicated hardware PLCs on the factory shop 
fl oor. Industrial video cameras located in a vision 
inspection station of a production line monitor the 
produced parts. Their video streams are transport-
ed to a nearby data center for real-time analysis, 
providing IT resources for running cloud services 
for video analytics, control, and communica-
tion with the equipment on the field level using 
industrial Ethernet protocols. Based on the video 
analytics results, vPLCs hosted in the cloud con-
trol actuators/robots at the production line take 
appropriate actions. A critical metric is the mini-
mum achievable cycle time, which is determined 
by the time required for the vPLC to send all 
control signals to its assigned targets and receive 
all their feedback in return. Typical vision inspec-
tion applications require maximum cycle times 
of 5–10 ms, while some very time-critical vision 
inspection scenarios may even require 2 ms or 
less. The privacy of such data is often paramount 

Figure 5. Illustration of a time-sensitive optical network for supporting cloud-based industrial applications.
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to enterprises as it contains confidential informa-
tion on production processes. Consequently, dis-
tributed/federated learning paradigms [15] are 
considered to keep confidential data local.

The relevant locations for the use case are 
multiple production sites and an edge data cen-
ter site where computing and storage resources 
are available. The production sites may be differ-
ent factory buildings on the same campus or geo-
graphically distributed sites. The edge data center 
may be located on premises (On-Premises Edge) 
or off-premises, for example, in a shared location 
hosted by a colocation provider (Colocation Edge) 
or by a cloud service provider (Public Edge). A 
time-sensitive optical network provides data com-
munication between the sites. Depending on the 
locations of edge data centers and production 
sites, urban or regional network scenarios may 
apply with respect to the distances between the 
sites. Typically, due to the stringent latency require-
ments of the use case, the round-trip propagation 
delay through the transport network should remain 
below 1 ms, corresponding to a fiber reach of 
up to 100 km. As the typical distances between 
a production site and an edge data center in the 
on-premises, urban, and regional scenarios are less 
than 10 km, 50 km, and 80 km, respectively, these 
edge data centers are well suited for this time-sensi-
tive application of cloud-based visual inspection for 
automatic quality assessment.

With the expansion of the cloud infrastructure 
and further advances in F5G, it is expected that 
optical networks will become the true enablers 
for cloud-based applications in Industry 4.0. 

Concluding Remarks
Fixed networks are fundamental to high-quality 
broadband services that are becoming increasing-
ly important to our society, such as remote work, 
remote education, and remote healthcare. With 
its unprecedented service-oriented features, F5G 
is capable of supporting a diverse set of use cases 
within the application scenarios of eFBB, GRE, 
and FFC. In many of the new F5G use cases, E2E 
network slicing will be essential to accomplish the 
QoS of any given service. More specifically, F5G 
provides new capabilities such as E2E network slic-
ing to meet the QoS requirements of each service 
such as hard isolation (where the QoS of a given 
service is unaffected by other services under all 
cases), low latency, agile second-level service cre-
ation and bandwidth adjustment over an E2E F5G 
network, fine granularity of bandwidth reservation 
(10 Mb/s) in the OTN network segment, and auto-
mated network orchestration and management.

Due to the broad scope of fixed networks, 
the standardization of fixed networks has long 
been conducted in multiple standards devel-
opment organizations (SDOs) including the 
International Telecommunication Union Telecom-
munication Standardization Sector (ITU-T), the 
Institute of Electrical and Electronics Engineers 
(IEEE), the Broadband Forum (BBF), the Internet 
Engineering Task Force (IETF), the China Com-
munications Standards Association (CCSA), and 
so on, in addition to ETSI. Cooperation among 
these SDOs is essential to the effective devel-
opment of F5G. While ETSI ISG-F5G has been 
leading the efforts in defining the F5G use case 
and developing the overall architecture of F5G, 

cooperation with other SDOs has been estab-
lished to effectively standardize important top-
ics such as FTTR, OSU-based OTN, and network 
management and control. For the FTTR topic, a 
joint workshop organized by ETSI ISG-F5G, ITU, 
BBF, and CCSA was first held on June 14, 2021, 
aiming to coordinate the standards development 
efforts on FTTR. The second joint workshop was 
held on June 28, 2022, indicating the continued 
cooperation among the relevant SDOs on this 
topic. For the OSU-based next-generation OTN 
topic, ITU-T Study Group 15 Question 11 (Q11/
SG15) has been working on a work item named 
G.osu since 2020, which aims to complement the 
existing OTN with an additional OSU path layer 
network that provides bandwidth-efficient support 
for sub-1 Gb/s services, while ETSI ISG-F5G is 
developing use cases based on the availability of 
fine-granularity OSU-based OTN. For the network 
management and control topic, ETSI ISG-F5G is 
collaborating with BBF and IETF on YANG-based 
network configuration protocols for optical access 
and transport networks.

To meet the ever-increasing demands on 
fixed networks, the future evolution of F5G 
is also being studied by the ETSI ISG-F5G. Fur-
ther enhancements to address energy-efficient 
(or green) and agile optical networking, real-time 
resilient communication, and harmonized com-
munication and sensing are currently under con-
sideration. With its new and unique capabilities, 
F5G is well positioned to complement 5G to joint-
ly serve our global society in the decade of the 
2020s by providing unprecedented communica-
tion experiences.
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